
Abstract. A complete cycle of chemical transformations
for the serine protease prototype reaction is modeled
following calculations with the flexible effective fragment
quantum mechanical/molecular mechanical (QM/MM)
method. The initial molecular model is based on the
crystal structure of the trypsin–bovine pancreatic trypsin
inhibitor complex including all atoms of the enzyme
within approximately 15–18 Å of the oxygen center Oc

of the catalytic serine residue. Several selections of the
QM/MM partitioning are considered. Fractions of the
side chains of the residues from the catalytic triad (ser-
ine, histidine and aspartic acid) and a central part of a
model substrate around the C–N bond to be cleaved are
included into the QM subsystem. The remaining part, or
the MM subsystem, is represented by flexible chains of
small effective fragments, whose potentials explicitly
contribute to the Hamiltonian of the QM part, but the
corresponding fragment–fragment interactions are de-
scribed by the MM force fields. The QM/MM bound-
aries are extended over the Ca–Cb bonds of the peptides
assigned to the QM subsystem in the enzyme, C–C and
C–N bonds in model substrates. Multiple geometry
optimizations have been performed by using the RHF/
6-31G method in the QM part and OPLSAA or
AMBER sets of MM parameters, resulting in a series
of stationary points on the complex potential-energy
surfaces. All structures generally accepted for the serine
protease catalytic cycle have been located. Energies at
the stationary points found have been recomputed at the
MP2/6-31+G* level for the QM part in the protein
environment. Structural changes along the reaction path
are analyzed with special attention to hydrogen-bonding
networks. In the case of a model substrate selected as a
short peptide CH3(NHCO-CH2)2–HN–CO–(CH2–
NHCO)CH3 the computed energy profile for the

acylation step shows too high activation energy barriers.
The energetics of this rate-limiting step is considerably
improved, if more realistic model for the substrate is
considered, following the motifs of the ThrI11–GlyI12–
ProI13-–CysI14–LysI15–AlaI16–ArgI17–IleI18–IleI19
sequence of the bovine pancreatic trypsin inhibitor.
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mechanical/molecular mechanical modeling

Introduction

Serine proteases catalyzing hydrolysis of peptide or ester
bonds constitute one of the most experimentally studied
families of enzymes. The general features of the reaction
mechanism are widely accepted; however, the important
details are still controversial and are subjects of extensive
research. A good illustration is the content of Sect. III.C
from the recent review article by Hedstrom [1] devoted to
functioning of the catalytic triad in serine proteases.
Molecular modeling and computer simulations are
valuable tools to help to discriminate between competi-
tive mechanisms and to provide activation energies of the
rate-limiting stages. In this work we consider several
models for the trypsin-catalyzed hydrolysis of peptide
bonds by using modern versions of the hybrid quantum
mechanical/molecular mechanical (QM/MM) approach.

The entire catalytic cycle of serine proteases (Fig. 1) is
usually subdivided into the acylation and deacylation
steps [1], and they both proceed through the formation of
the so-called tetrahedral intermediates. His57 acts as a
general base abstracting a proton from Ser195 in the
acylation step or from the hydrolytic water molecule in
the deacylation step (the chymotrypsinogen numbering
system is used throughout the paper). Subsequently, the
protonated imidazolium donates a proton to the
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substrate in the first step or gives it back to Ser195 in the
second step. In the enzyme–substrate (ES) complex, the
substrate RCONHR¢ is captured in the position conve-
nient for nucleophilic attack of Ser195 on the carbonyl
carbon of the substrate, leading to formation of the
intermediate state complex with a tetrahedral coordi-
nation of the substrate carbon atom (INT1). The
main-chain NH groups of Gly193 and Ser195 refer to
the so-called oxyanion hole which assists in stabilizing
the negatively charged oxyanion of the tetrahedral inter-
mediate. After donation of the proton from imidazolium
to the amide nitrogen of the substrate the peptide bond
is broken, and the system proceeds to the fairly stable
acylenzyme intermediate. We shall distinguish two
possible structures of the acylenzyme intermediate, EA1
and EA2. In EA2, the water molecule replaces in the
hydrogen-bonding network the half-product NH2R¢
formed after the bond rupture in EA1. The deacylation
step of the reaction repeats the sequence in the sense that
the lytic water attacks the acylenzyme with the assistance
of His57, leading to a second tetrahedral intermediate,
INT2. The second tetrahedral intermediate collapses by
expelling Ser195 and carboxylic acid product, and the
enzyme–product (EP) complex is formed.

In simulations, it should be taken into account that
the catalytic effect of the enzyme is to a large extent due

to interactions between the active site and the rest of the
molecular system, and adequate models should be
carefully selected. For these reasons, QM calculations
that consider only the catalytic triad (and model sub-
strate) without the surrounding protein cannot be used
for quantitative conclusions. The first semiquantitative
analyses for catalytic reactions of serine proteases were
performed by Warshel and coworkers [2, 3] on the basis
of the empirical valence bond method. One of the con-
clusions was that the most important catalytic factor in
serine proteases referred to the electrostatic stabilization
of the negatively charged tetrahedral intermediate INT1
by the oxyanion hole. In these publications as well as in
the subsequent publication [4], strong evidence was
provided against the so-called double-proton mecha-
nism, according to which the proton originally residing
on the Nd atom of His57 should transfer to Asp102 upon
formation of the first tetrahedral intermediate, INT1.

The use of combined QM/MM methods [5, 6, 7, 8, 9]
is one of the most appealing approaches for an adequate
description of chemical transformations occurring in the
active part of the system in the protein environment. The
paper of Bentzien et al. [10] described the first applica-
tion of the QM(ab initio)/MM method for modeling the
nucleophilic attack in subtilisin. The authors separated
this elementary reaction form the proton transfer from
serine to histidine on the segment ES fi INT1 (Fig. 1).
In simulations, the quantum subsystem was selected as a
reactive part of serine and a fragment from the tyrosine–
glycine dipeptide, which was used to model substrate.
The QM part considered at the HF/4-31G and MP2/
6-31+G* levels contained 14 atoms, including four link
atoms. The remaining atoms within 18 Å of the Oc atom
of the catalytic serine were treated with the ENZYMIX
force field [11]. The free-energy profiles for the reaction
in the protein and for the reference reaction in water
were compared, demonstrating a lowering of the acti-
vation barrier for this half of the segment ES fi INT1.
For our purposes, it is important to note that these QM/
MM calculations resulted in an exothermic energy bal-
ance of about 10 kcal/mol.

The QM/MM calculations of Topf et al. [12, 13] were
directed towards analysis of the deacylation stage
EA2 fi EP of the serine protease catalytic cycle. In
Ref. [12], the authors estimated the energy difference
between INT2 and EA2 as 28 kcal/mol. In the recent
study of Ref. [13], ab initio QM/MM dynamics simu-
lations were exploited to examine the stability of INT2
along the 26-ps trajectory.

Another approach in modeling serine protease pro-
totype reactions, based on the combined use of ab initio
quantum chemistry and free-energy perturbation theory,
was explored in the work by Stanton et al. [14]. In order
to estimate the energetics of the acylation step
ES fi INT1, the following model system was considered.
The QM part consisted of methanol and imidazole rep-
resenting serine and histidine, respectively, and
N-methylacetamide for the substrate. The computed QM
energy difference between the analogues of INT1 and ES

Fig. 1. Steps along the reaction pathway of serine protease
catalyzed peptide bond cleavage. ES and EP refer to the enzyme–
substrate and enzyme–product complexes, INT1 and INT2 refer to
the tetrahedral intermediates presumably formed during the
reaction in the acylation and deacylation stages, and EA1 and
EA2 denote configurations of acylenzyme intermediates, which are
distinguished by the positions of the leaving groups and the
hydrolytic water molecule
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configurations (considered as the activation energy)
ranging from 71 to 54 kcal/mol, at different theoretical
levels, was corrected by estimating empirical solvation
interactions of both structures with either the protein
environment or bulk water. In the calculation considered
as the most successful one, the free energy of activation,
DG*, in the protein was estimated to be 16–18 kcal/mol,
which was ‘‘in good agreement with the experimental
value of around 15.1 kcal/mol for the acylation by
trypsin (using the single Eyring equation relating kcat to
DG*)’’ [14]. The same approximation was used by Per-
äkylä and Kollman [15] in order to explain the slow
cleavage of the bovine pancreatic trypsin inhibitor
(BPTI) by trypsin. One of the reasons for such slowness
was attributed to a higher energy difference between
INT1 and ES in the case of BPTI compared with regular
substrates.

An important contribution to this field is the works of
Štrajbl et al. [16, 17] in which the energy diagrams for
the solution reactions of base-catalyzed methanolysis of
formamide were constructed by combined ab initio/
Langevin dipoles calculations. The basic motivation was
to provide data for a reference prototype reaction in
aqueous solution. The calculated activation barrier for
the histidine-catalyzed reaction was found around
26 kcal/mol.

With few exceptions we do not include in our analysis
papers in which simplified molecular models for the
serine protease type systems (without adequate treat-
ment of the protein environment) are considered at
various quantum chemistry levels. In 1991 Daggett et al.
[18] described a complete reaction pathway in serine
proteases by using semiempirical PM3 calculations for a
simplified model system. In the acylation step the au-
thors considered the CH3CO

�
2 species for aspartic acid,

CH3OH for serine, methylimidazol for histidine, and
N-methylacetamide CH3–CO–NH–CH3 for the sub-
strate. Two water molecules were added to the system in
order to mimic an important effect of the oxianion hole.
In the deacylation step the product CH3NH2 was re-
moved, and a hydrolytic water molecule was introduced
to the system. In a series of constrained-geometry opti-
mizations for the reacting complex, the authors esti-
mated the energy diagram for the reaction and analyzed
the structural changes during the transformations. As
expected, the energy barriers found in these calculations
were too high, for example, 31.2 kcal/mol for the rate-
limiting stage ES fi INT1.

Also, the simplified model system similar to that de-
scribed by Daggett et al. [18] was used in our previous ab
initio quantum chemical calculations [19] only for the
stage ES fi INT1 of the serine protease prototype
reaction. These calculations for the minimum energy
profile were carried out at the Hartree–Fock level with
the Stevens–Bash–Krauss effective core potentials and
the corresponding basis sets. The sets of geometry
parameters obtained along the reaction path were used
in subsequent calculations at the B3LYP/6-31+G**

level both in a vacuum and in the continuum model

employing the dielectric constant of pure water.
According to these calculations, the energy barrier
height for this stage was 27–28 kcal/mol depending on
the theoretical level, while the tetrahedral intermediate
INT1 was placed 21–23 kcal/mol above the global
minimum (ES).

Finally, we mention several theoretical papers
addressing the problem of the low-barrier hydrogen
bond often introduced as a hypothesis (although con-
troversial) of the catalytic power of serine proteases [20,
21, 22, 23, 24, 25]. Energy profiles for proton transfer
between Nd of His57 and oxygen of Asp102 were ana-
lyzed with the goal to estimate the effect of the strength
of the corresponding hydrogen bond on the stability of
INT1. In a recent paper, Westler et al. [23] used density
functional theory approaches to characterize properties
of the fragments of the active site of chymotrypsin and
of the chymotrypsin–trifluromethyl ketone complex,
with the latter case mimicking the INT1 structure [23].
The properties of the hydrogen bond between His57 and
Asp102 in the active sites of the low-pH form of
a-chymotrypsin were carefully considered by Molina
and coworkers [24, 25] by using, among other ap-
proaches, the QM/MM model based on the effective
fragment potential (EFP) theory [26].

As shown by this brief analysis of the literature, only
separate stages of the entire catalytic cycle have been the
subject of a particular modeling. To the best of our
knowledge, the only exception is the paper of Daggett
et al. [18], which describes the results of low-level PM3
quantum chemical calculations for a severely simplified
gas-phase system. In this work, we apply a ‘‘brute-force’’
QM/MM modeling of the entire cycle of serine protease
catalyzed hydrolysis of a peptide bond (Fig. 1) and
especially of its rate-limiting acylation step in a realistic
protein environment. Our implementation of the QM/
MM theory [27, 28, 29] is essentially based on the
EFP method [26] and its implementation in the
GAMESS(US) [30] and the Intel-specific version,
PC GAMESS [31], quantum chemistry programs.

Originally, the EFP method was formulated as a tool
to simulate solvation phenomena at the cluster level of
modeling [32]. In this approach the solvent molecules are
considered explicitly, and their positions in the system
can be optimized. The influence of solvent molecules on
the quantum solute species and the backward response
are described through the potentials, the parameters of
which should be determined at preliminary stages by the
results of ab initio calculations. The EFP parameters for
water were carefully selected and included into the
database of the GAMESS(US) program. It was dem-
onstrated in a series of papers [26, 27, 32, 33, 34, 35, 36,
37, 38, 39, 40] that applications of these EFPs led to very
successful results.

The EFP technique was also used for simulations of
chemical transformations in peptide environments [24,
25, 41, 42, 43, 44, 45, 46, 47, 48]; however, in these
applications geometry configurations of effective frag-
ments were supposed to be frozen in the course of the
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optimization of other geometry parameters in the
system. Therefore, we suggested an improvement of the
method by introducing flexible chains of small rigid
effective fragments, the relative positions of which were
predicted by conventional MM force fields [27, 28, 29].
The concept of effective fragments was also utilized to
solve the QM/MM boundary problem across covalent
bonds [28, 29].

There is an important issue about the QM/MM
method based on EFPs. Unlike many other QM/MM
versions, its application does not assume explicit for-
mulae for the QM/MM cross-terms for the energy,
which are strongly dependent on the MM parameters.
Instead, one-electron EFPs, the parameters of which are
determined in independent preliminary ab initio calcu-
lations, directly contribute to the quantum Hamiltonian.
If effective fragments describe a spectator part of an
enzyme then, in this scheme, polarization of the QM
active part by the protein environment is fully taken into
account. The only use of empirical parameters is
assumed in that part of the calculation scheme which
accounts for interactions solely in the MM subsystem.
In this sense, calculations with the flexible EFP method
can be characterized as nonempirical.

Having in mind such benefits of the flexible EFP QM/
MM method, we initially intended to apply it in order to
construct a nonempirical energy diagram for the entire
catalytic cycle of serine proteases, providing a uniform
theoretical level for all stages. Following the work of
Peräkylä and Kollman [15] we considered a model sys-
tem taking the coordinates of the trypsin–BPTI complex
as an initial guess for the ES complex. In a series of
minimizations for different parts of the potential-energy
surface we located all the structures generally accepted
for the serine protease catalytic cycle (Fig. 1). These
calculations are referred to in the forthcoming sections
as our MODEL1 system. The energies at the stationary
points found were computed at the MP2/6-31+G*//
RHF/6-31G level for the QM part in the protein envi-
ronment; however, for all levels of the theory and several
modifications of MODEL1, the computed energy profile
for the acylation step showed activation barriers that
were too high. After that, we concluded that the main
reason for this problem was an improper choice of the
model substrate, selected in MODEL1 as a short peptide
CH3(NHCO–CH2)2–HN–CO–(CH2–NHCO)CH3. We
improved the energetics of the acylation step with a
MODEL2 system, in which a larger substrate was con-
sidered, keeping motifs of the ThrI11–GlyI12–ProI13–
CysI14–LysI15–AlaI16–ArgI17–IleI18–IleI19 sequence
of BPTI.

Both models took into account a considerable frac-
tion of trypsin atoms within approximately 15–18 Å of
the oxygen Oc of Ser195. Fractions of the side chains of
the residues from the catalytic triad (serine, histidine,
and aspartic acid) and a central part of a model sub-
strate around the scissile C–N bond were assigned to the
QM part. The remaining parts, the MM subsystems,
were represented by flexible chains of small effective

fragments. The QM/MM boundaries were extended
over the Ca–Cb bonds of the peptides assigned to the
QM subsystem in the enzyme, as well as across the C–C
and C–N bonds in the model substrates.

Details of calculations

The details of the flexible effective fragment QM/MM method are
presented in Refs. [27, 28, 29], and we summarize here only its basic
features. As in the original EFP formulation [26, 32], the Hamil-
tonian of a molecular system composed of the ab initio region,
HAR, and the environmental, V, parts is written as

H ¼ HAR þ V ; ð1Þ

where V represents the potentials due to the effective fragments. In
our realization we consider the MM subsystem as a connected
collection of relatively small effective fragments interacting with the
ab initio region by quantum rules, but interactions between effec-
tive fragments is described by MM force fields.

We illustrate in Fig. 2 the QM/MM partitioning scheme using a
substrate molecule for MODEL1 of this work as an example. This
species consists of the QM part (CH3–NH–CO–CH3) at the center
(distinguished by balls and sticks) where the broken valences are
saturated by hydrogen link atoms. To the left and to the right of
this ab initio region sequences of small effective fragments (CH3,
NHCO, CH2) are introduced. One-electron potentials V from each
effective fragment are subdivided into the electrostatic, VELEC, and
the remaining, VR, parts

VlðrÞ ¼
XK

k¼1
V ELEC

l;k ðrÞ þ V R
l ðrÞ: ð2Þ

According to the implementation of the EFP method in the
GAMESS(US) quantum chemistry package, the electrostatic po-
tential acting on the quantum subsystem is represented by dis-
tributed multipoles centered at each atom and each bond midpoint.
The multipole expansions are extended from charges up to octu-
poles, and the corresponding parameters can be created in pre-
liminary ab initio calculations using GAMESS. The potentials VR

are approximated by the Gaussian-type functions located at atomic
centers

V RðrÞ ¼
XM

m¼1

Xkmax

k¼1
cmk exp �amkr2m

� �
: ð3Þ

Fig. 2. Quantum mechanical(QM)/molecular mechanical (MM)
(effective fragment potential, EFP) partitioning exemplified for a
substrate of MODEL1. A ball-and-stick representation is used for
the atoms assigned to the QM part. Sticks denote the MM
subsystem subdivided into small rigid effective fragments: CH3,
NHCO, CH2, NHCO on the left from the quantum region, and
CH3, COHN on the right from the quantum region. Circles
distinguish buffer fragments including hydrogen link atoms
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In Eqs. (2) and (3), r denotes electronic coordinates originating
from the corresponding expansion points, K is the number of such
expansion points for a distributed multipolar analysis, and the
parameters cmk and amk should be optimized by using reference ab
initio data. The terms of Eqs. (2) and (3) are added to the one-
electron operators in the Hamiltonian HAR of the ab initio sub-
system. We selected parameters cmk and amk of the potentials of
Eq. (3) for all the needed effective fragments by the following
procedure. For biomolecular systems, description of hydrogen
bonding seems to be of primary importance and, therefore, a water
molecule can serve as a probing vehicle in the procedure of
adjustment of parameters of EFPs. We considered a variety of
directions along which the water molecule could reach each effec-
tive fragment and carried out ab initio calculations in order to
provide reference data. Then we utilized the computer code REP-
GEN [49] to perform least-squares optimization of parameters of
the potentials VR(r) (Eq. 3) by using two-term expansions (kmax=2
in Eq. 3). The sum over k in Eq. (2) included all atomic centers and
midbond points, and the sum over m in Eq. (3) extended over
atomic centers. The Hartree–Fock approximation with the con-
ventional 6-31G** basis sets was used for creation of multipole
expansion parameters in VELEC(r) as well as for creating reference
ab initio interaction energies. For exactly the same coordinates the
sets of QM/EFP interaction energies were produced and the best
fitted coefficients cmk and amk were selected.

Our treatment of the QM/MM boundary across the covalent
bonds is also essentially based on the concept of effective frag-
ments. In Fig. 3 two such cuts are shown. The key point is the
introduction of a buffer fragment as a group of atoms belonging
to both QM and MM subsystems. In this case the –CH2– group
is assigned to the buffer, and a usual maneuver is used to sat-
urate the broken valence by the closing (link) hydrogen atoms.
Therefore, in the QM part we distinguish the buffer (in this case,
CH3) as a special group of the quantum subsystem. The same
geometry configuration of the buffer fragment is assumed in the
MM part. In the MM subsystem, which is a collection of
effective fragments, the buffer is a special fragment as well. The
position of the link atom is formally considered as an additional
expansion point (as midbond points in ‘‘normal’’ effective
fragments) which actually holds no multipoles. This device,
essentially based on the GAMESS(US) implementation of the
EFP method, helps us to keep the link atom precisely along
the broken C–C bond during geometry optimizations of the
entire system. In our scheme this empty expansion point and the
neighboring CH group of the MM peptide chain form an
effective fragment, which interacts with the buffer fragment
according to the MM force fields and, as a consequence, the link

atom cannot leave the C–C axis. The contributions to the one-
electron Hamiltonian matrix of the QM subsystem from the
MM(EFP) species are added only to the matrix elements of the
quantum piece without buffer centers, and the electronic density
in the buffer region was described by the minimal basis set of
atomic orbitals.

The forces on atoms in the QM part beyond the buffer are
computed as the sums of quantum forces, FQM, and contributions
from effective fragments FQM–EFP. Both types of forces are rou-
tinely computed in GAMESS(US). The forces acting on the centers
of an effective fragment in the MM subsystem arise partly from
other MM fragments, FMM. These quantities are computed by
using the molecular modeling program TINKER [50]. The forces
from the QM subsystem, FEFP–QM, act on the atomic centers and
on the midbond expansion centers of this effective fragment as
coded in GAMESS(US). All the forces acting on each center are
summed up and finally applied to the center of mass of the frag-
ment, resulting in the total force, F, and the total momentum, M.
Finally, all energy contributions and energy gradients are collected
in GAMESS(US), and the algorithms of this molecular modeling
program are employed to find equilibrium geometry parameters of
the entire QM/MM system. The current implementation of the
flexible effective fragment QM/MM method allows the user to se-
lect which of the fragments can move, and which can be frozen
during optimization.

Results for MODEL1

The initial atom positions for both model reacting sys-
tem considered in this work were taken from the coor-
dinates of the X-ray structure (Brookhaven Protein
Data Bank code 2PTC) of trypsin inhibited by the BPTI
determined to 1.9-Å resolution [51]. The substrate
molecule for MODEL1 was taken as a peptide
chain CH3(NHCO-CH2)2–HN–CO–(CH2–NHCO)CH3

following the motifs of the LysI15–AlaI16–ArgI17
main-chain sequence of BPTI. In this chemical formula
for a model substrate we distinguish in bold the
fragment containing the N–C bond to be cleaved by
the enzyme. The model for the latter was simplified as
follows. We selected all residues of the protein contained
within approximately 15 Å of the Oc atom of the cata-
lytic Ser195 and collected them into six pieces of peptide
chains each terminated by the CH3 groups.

As shown in Fig. 3, we included into the QM sub-
system the main fragments of the residues from the
catalytic triad Asp102, His57, Ser195, the central part of
the model substrate, and the lytic water molecule. In
MODEL1, this water molecule was introduced to the
reactive region from the very beginning. It stayed inac-
tive, i.e. not involved in the hydrogen-bonding network,
in the acylation step and became active in the deacyla-
tion step, which was modeled at the EA1 fi EA2 seg-
ment of the reaction path. In total, 40 atoms were
treated quantum mechanically, including five hydrogen
link atoms. The MM subsystem comprised 621 atoms
combined into 191 small rigid effective fragments. The
QM/MM boundaries were extended over the Ca–Cb

covalent bonds of the aspartic acid, histidine, and serine
residues and the C–C and C–N bonds from the central
part of the model substrate.

Multiple geometry optimizations were performed by
using theRHF/6-31Gapproximation in theQMpart, and

Fig. 3. Partitioning of the model reacting system into QM and
MM parts for MODEL1
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OPLSAA force field parameters [52] for interactions in
theMMpart. As a result, a set of minimum-energy points
on the complex potential-energy surface was obtained.

In these simulations we imposed some restrictions on
the chains of effective fragments in the MM part, which
were kept the same in the first and all subsequent min-
imizations. Namely, we set free all fragments of the
model substrate, several effective fragments immediately
following the buffer fragments at the QM/MM bound-
aries, the chain around Ser195 and Gly193, constituting
an oxyanion hole, and also fragments representing
Ser214. By doing this, we intended to provide enough
flexibility to the fragments forming the most important
region of the hydrogen-bonding network around the
active site. The usual threshold for the gradient mini-
mization (10)4 au) was assumed in the location of sta-
tionary points. During minimization the positions of all
40 atoms in the quantum part were completely opti-
mized, as well as the positions of 33 effective fragments
out of a total of 191.

The first found configuration corresponds to the ES
complex for this model system. Superposition of the
starting experimental (2PTC) and calculated ES struc-
tures is shown in Fig. 4. As expected, the largest differ-
ences are obtained for a relative position of the potential
substrate. The QM/MM procedure introduced no dra-
matic changes for an overall representation of the active
site.

Figures 5, 6, 7, 8, 9, 10, and 11 illustrate how chem-
ical transformations during the reaction flow are
reflected by changes in geometry configurations of the
model system migrating over the QM/MM potential-
energy surface from one stationary point to another.

The configuration of the ES complex is shown in
Fig. 5. It is worth noting that a water molecule (depicted
in sticks in this figure) stays above the plane of the

Fig. 4. Superposition of the experimental (2PTC, [51]) and
calculated (ES configuration) structures of the central part of the
system showing only heavy atoms. The representation with sticks
refers to the X-ray structure of the trypsin–bovine pancreatic
trypsin inhibitor complex, the representation with balls and sticks
describes the configuration of the global minimum on the QM/MM
potential-energy surface. Selected distances are given in angstroms.
The values in parentheses refer to the crystal structure

Fig. 5. ES complex

Fig. 6. Structure with the first tetrahedral intermediate, INT1
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Fig. 7. Acylenzyme complex EA1 with a water molecule not
participating in hydrogen bonding with the active site

Fig. 8. Acylenzyme complex EA2 with a lytic water molecule
involved in the hydrogen-bonding network of the active site. The
distances in parentheses refer to the X-ray structure of the related
complex 1QIX [53]

Fig. 9. Structure with the tetrahedral intermediate for the deacyl-
ation step (first minimum INT2a)

Fig. 10. Structure with the second tetrahedral intermediate for the
deacylation step (second minimum INT2b)
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imidazole ring of His57 and does not participate in the
hydrogen-bonding network with the active participants
of the reaction. It is interesting to note that the Asp102–
His57 dyad is not arranged in the perfect position for
productive hydrogen bonding unlike the Ser195–His57
pair.

We obtained the configuration of the first tetrahedral
intermediate, INT1, when moving from the ES in a
straightforward manner [17, 18, 29]. The distance,
R(CO), between the Oc atom of Ser195 and the carbonyl
carbon of the substrate was selected as a reaction
coordinate, and the slow decrease of its value from ini-
tial 2.95 Å accompanying optimizations of other inter-
nal coordinates finally allowed us to reach the point
where the unconstrained minimization specified the
structure shown in Fig. 6. Without imposing additional
constraints on the coordinates the proton from Ser195
moved to the N� atom of His57.

The transformation ES fi INT1 is the most energy
consuming step of the entire reaction path. It requires a
severe distortion of the originally planar structure of
the HN–CO group of the substrate and elongation of
its N–C bond from 1.34 to 1.48 Å. Instead of the
N�(His57)...HOc(Ser195) hydrogen bond, a longer
N�(His57)...HN(substrate) hydrogen bond is formed.
Remarkable changes are noticed in the Asp102–His57
dyad, and formation of a perfect hydrogen-
bondedO(Asp102)...HNd(His57) moiety is seen.We shall
return to the discussion of the ES fi INT1 step later.

A proton transfer from N�(His57) to the nitrogen
atom of the substrate resulted in the acylenzyme com-
plex EA1, as illustrated in Fig. 7. The target peptide
bond was broken and the leaving group moved away
from the parent species [R(N–C)=2.85 Å]. The water
molecule, which was present in the quantum region
during all the transformations described, continued to
not participate actively in the reaction.

At this stage, the position of this water molecule was
corrected in order to facilitate its binding by a hydrogen
bond to N�(His57). The unconstrained minimization
which followed such a rearrangement allowed us to
obtain the new structure of the acylenzyme complex
EA2 shown in Fig. 8.

A close configuration for this acylenzyme complex
was described by Topf et al. [12, 13]. These authors used
it as a starting point for QM/MM modeling of the
deacylation step. The crystal structure of a specific
acylenzyme complex between b-casomorphin 7 and
porcine pancreatic elastase (Protein Data Bank entry
1QIX [53]) is believed to be a proper experimental ref-
erence for acylenzyme. Therefore, we draw in Fig. 8
additional fragments of the system (Ser214 and Gly193)
and we added in parentheses the distances referring to
the 1QIX crystal. A resemblance of the calculated EA2
configuration to the crystal structure 1QIX is practically
the same as that of the ES to 2PTC (Fig. 4).

Preparation of the configuration for the second tet-
rahedral intermediate, INT2, was performed in the same
manner as for the acylation step. We decreased the
distance between the oxygen of the water molecule and
the carbonyl carbon of the acylenzyme intermediate
from the initial value 2.61 Å and adjusted all other
internal coordinates. The structure shown in Fig. 9 is a
result of an unconstrained minimization finally per-
formed at this step.

The structure, called INT2a in this work, was dis-
cussed by Topfet al. [13] as a minimum which was closer
to the reactant in their QM/MM dynamics simulations.
Another minimum for the second tetrahedral interme-
diate, INT2b, can be obtained in accord with the find-
ings of Ref. [13] by twisting the protonated imidazolium
in such a manner that the N�(His57)H...Oc(Ser195)
hydrogen bond is formed, as illustrated in Fig. 10.

The proton transfer from N�(His57) to Oc(Ser195) is
followed by immediate breaking of the Oc(Ser195)–car-
bonyl carbon bond and formation of the carboxylic acid
product. This EP structure is illustrated in Fig. 11.
Comparison of the initial (Fig. 5) and final (Fig. 11)
configurations shows that the initial state of the catalytic
triad is restored.

Thus, the simulations performed with the MODEL1
system completely described the entire catalytic cycle of
serine proteases. We successfully located all minimum-
energy points on the complex potential-energy surface
which were compared with the intermediate structures
accepted for this enzymatic reaction: however, the
energy diagram, which was one of the objectives of these
calculations, could not be considered as a success of

Fig. 11. EP complex
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modeling. We show the results of calculations for
MODEL1 at various segments of the reaction route
along with the results of PM3 calculations of Daggett
et al. [18] in Table 1. We point out that by using ab initio
quantum chemical ‘‘gas-phase’’ calculations for the
strongly simplified system (methanol and imidazole for
serine and histidine and N-methylacetamide for the
substrate), Stanton et al. [14] obtained DE(ES fi
INT1)=59 kcal/mol at theMP2/6-31+G*//HF/6-31+G*

level. This energy was converted to the free energy of
activation, DG*�16–18 kcal/mol, by applying the free-
energy perturbation approach and estimating differences
in interaction of ES and INT1 with the rest of the en-
zyme [14]. By using combined ab initio/Langevin dipoles
calculations, Štrajbl et al. [17] estimated the free-energy
activation barrier, 26 kcal/mol, for the histidine-cata-
lyzed methanolysis of formamide in solution, obviously
assuming that the activation barrier in the enzyme
should be substantially less.

In our QM/MM(EFP) approach we assumed that a
considerable fraction of the solvation energy from the
spectator part of the protein was included in the calcu-
lation, and therefore, it was discouraging to obtain the
energy increase of 38 kcal/mol for the segment
ES fi INT1, especially taking into account that a tran-
sition state connecting ES and INT1 must be even higher
in energy.

We considered several reasons why MODEL1 failed
to reproduce correctly the energetics of this stage. First
of all we examined the case when a water molecule is
present in the active site in the acylation step at all.
Therefore, we carried out a new series of calculations
for another model system, called here MODEL1-NW.
In the latter no water molecule was introduced in
the reaction region, 37 atoms were treated quantum
mechanically, and the MM subsystem included
621 atoms collected in 191 effective fragments as before.
For this system we reoptimized geometry configurations
corresponding to the ES, INT1, and EA1 structures. The
configurations obtained did not differ noticeably from
those located before with MODEL1. For example, the
distances specified in Figs. 5, 6, and 7 changed by 0.02 Å
at most. However, the energy differences changed
considerably as shown in the corresponding row of
Table 1. About 10-kcal/mol reduction of the initial value
of 38 kcal/mol for DE(ES fi INT1) may be interpreted

as follows. In the acylation step, the presence of a water
molecule in the immediate vicinity of the reactive region
does not benefit stabilization of the tetrahedral
intermediate INT1, even if it is not involved in the
hydrogen-bonding network with active participants of
the reaction. This is actually assumed when the serine
protease reaction mechanism is discussed at the quali-
tative level [1]; however, our calculations provide some
quantitative estimates. An additional check was per-
formed for the ES and INT1 structures, when we again
reoptimized geometry configurations using the larger
basis set 6–31+G* in the QM/MM minimization, unlike
in all previous calculations with the 6-31G basis. These
QM/MM calculations resulted in practically the same
sets of coordinates and a further slight reduction in
DE(ES fi INT1) as shown in the last row of Table 1.

In spite of such substantial improvement of the initial
ES fi INT1 energy difference, the final result, 26 kcal/
mol, cannot be considered as a satisfactory one, since it
means that the computed activation barrier is still too
high.

Results for MODEL2

The motivation to consider MODEL2 for simulations of
the ES fi INT1 segment in the acylation step was as
follows. It is known that trypsin cleaves a peptide bond
near a charged residue. The model substrate chosen for
MODEL1 does not satisfy such a requirement. There-
fore, we returned to the structure of the trypsin–BPTI
complex (Brookhaven Protein Data Bank code 2PTC)
[51] and extracted a larger peptide chain ThrI11–
GlyI12–ProI13–CysI14–LysI15–AlaI16–ArgI17–IleI18–
IleI19 from the sequence of the BPTI. The C–N scissile
bond was supposed to be between LysI15 and AlaI16.
This follows the strategy used previously by Peräkylä
and Kollman [15]. These authors considered the chain
acetyl–Pro–Cys–Lys–Ala–Arg–NH2 from the BPTI se-
quence as a model substrate for trypsin hydrolysis.

As in the case of MODEL1 (Fig. 3) we divided the
model substrate into QM and MM parta, as shown in
Fig. 12. We included in the QM subsystem the residues
around the scissile C–N bond, namely, alanine and a
fraction of lysine, and also fractions of cysteine and
arginine, terminated by the link hydrogen atoms. The

Table 1. Relative energies (kcal/mol) on the reaction pathway
estimated in the QM(MP2/6-31+G*//RHF/6-31G)/MM(EFP;
OPLSAA) approximation at the stationary points located. Shown
are the results of Daggett et al. [18], the results of our MODEL1

with the water molecule in the active part, the results of simula-
tions without the water molecule in the active part (MODEL1-
NW), and the result of QM(MP2/6-31+G*//RHF/6-31+G*)/
MM(EFP; OPLSAA) calculations for MODEL1-NW

Model Acylation step Deacylation step

ES fi INT1 INT1 fi EA1 EA2 fi INT2a EA2 fi INT2b INT2b fi EP

PM3 results of Ref. [18] 31.2 )24.8 – 10.3 )16.1
MODEL1 38.0 )11.8 6.7 2.0 )20.1
MODEL1-NW 28.5 )8.1
MODEL1-NW
(6-31+G*geometry optimization)

25.9
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remaining part of the model substrate was represented
by a collection of 34 flexible effective fragments. The
protonated forms of lysine and arginine were assumed.

We also enlarged a spectator part from the protein
and included in the MM part all residues at a distance of
18 Å from the Oc atom of the catalytic Ser195 as well as
the ten water molecules closest to the reaction center
from the 2PTC crystal structure. Water–water interac-
tions were described by the TIP3P potential [54], while
interactions of water molecules with other QM or MM
atoms were computed with the EFP theory [26]. In total,
221 flexible effective fragments were included in the MM
subsystem, comprising 776 atoms. Since the quantum
part was considerably enlarged owing to some expansion
of the model substrate, we decided to assign the entire
Asp102 residue from the catalytic triad to the MM part
during optimizations of stationary points on the poten-
tial-energy surface. In total, 56 atoms were assigned to
the QM part, including 20 link atoms. In this series of
calculations we considered two sets of force field
parameters in the MM part: OPLSAA [52] and AMBER
[55].

Using MODEL2 we located three points on the po-
tential-energy surface for the initial stage of the acyla-
tion step. First, the ES configuration was optimized at
the QM(6-31G)/MM(AMBER) level, taking the starting
atomic coordinates from the crystal structure. Then we
gradually decreased the distance R(CO) between the Oc

atom of Ser195 and the carbonyl carbon of the substrate
from the initial value of 2.52 Å and carried out geometry
optimizations with a single constraint R(CO)=constant.
The energy curve proceeded through a maximum at
R(CO)=1.81 Å, and after this point, called TOP in the
rest of the paper, unconstrained minimization allowed
us to arrive at the first tetrahedral intermediate, INT1,
with R(CO)=1.47 Å. From previous ab initio calcula-
tions for smaller model systems [19] we know that a

saddle point located in such a manner is fairly close to
the true transition-state configuration. As with MOD-
EL1 the proton transfer from Oc of Ser195 to N� of
His57 was accomplished without imposing additional
constraints.

The geometry configuration in Fig. 13 (to be com-
pared with Fig. 4) shows positions of some heavy atoms
in the vicinity of the reaction center for the computed ES
complex. Selected distances in Fig. 13 show the results
of MODEL1 (top), MODEL2 (middle), and the exper-
imental crystal values (bottom, in parentheses). First of
all we note that the description of Asp102 by effective
fragments results in practically the same arrangement of
the Asp102–His57 dyad, as in the case of MODEL1,
when Asp102 was included in the QM subsystem. An-
other important observation is that MODEL2 accounts
for a considerably better description of the reactive part
of the system, His57–Ser195–Gly193–substrate, than
MODEL1. The anchoring parts of the lysine and argi-
nine residues from the model substrate help to orient the
substrate in a position better suited for nucleophilic at-
tack of Ser195.

In Table 2 we present the results of energy calcula-
tions for the differences DE(ES fi TOP) and
DE(ES fi INT1). Geometry optimizations were carried
out for the total energy, composed of the energy of the
quantum subsystem in the field of effective fragments
and of the MM energy, computed with specified force
field parameters. We show total energies as well as the
energies of the QM part in the field of effective frag-
ments in Table 2.

We notice that the energy barrier heights,
DE(ES fi TOP), computed with MODEL2 seem very
reasonable—around 10 kcal/mol. We already referred to
the paper of Stanton et al. [14] in which the experimental
value of the free-energy activation barrier of around
15.1 kcal/mol for the acylation by trypsin was given,
apparently by relating kcat to DG*. We also make refer-

Fig. 12. Substrate molecule for MODEL2. A ball-and-stick repre-
sentation is used for the QM part. Lines designate the MM part of
the rest of the molecule described by a collection of 34 effective
fragments. Dashed lines distinguish the scissile C–N bond. Link
atoms at the borders of lysine (Lys), arginine (Arg), and cysteine
(Cys) are specified by circles with adornment

Fig. 13. ES configuration for MODEL2 showing the positions of
some heavy atoms in the vicinity of the reaction center. The
representation with balls and sticks refers to the atoms included in
the QM subsystem; the representation with sticks refers to the
atoms of the MM part. Selected distances in angstroms are
arranged as follows: results of MODEL1 (top), results of MODEL2
(middle), experimental values from the crystal 2PTC structure [51]
(bottom, in parentheses)
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ence to the work of Park and Chi [56] in which the
trypsin-catalyzed hydrolysis of Na–Cbz–L-lysine p-
nitrophenyl ester in a medium of variable dielectric
constant was studied. It was found that the activation
energy, Ea, determined with the Arrhenius plot for kcat
showed linear decreases with decreasing dielectric con-
stant of the solvent from around 14.2 kcal/mol at �=70
to 13.7 kcal/mol at �=65. We stress that the flexible
EFP QM/MM method contains no empirical adjustable
parameters when computing QM energies in the field of
effective fragments. We can see the effect of different
force fields by comparing the second and third rows of
Table 2—relative energies change by 1.4–2.6 kcal/mol
when the OPLSAA set is used instead of the AMBER
set of parameters.

In calculations with MODEL2 we observed that the
energy of the first tetrahedral intermediate, INT1, was
almost the same as that of the ES complex if the energies
of the QM part in the field of effective fragments were
compared. When MM contributions were added the
energy of INT1 was even lower than that of ES. A
similar result was obtained in the first paper on the QM/
MM modeling of the serine protease prototype reaction
by Bentzien et al. [10]. The energy diagram for a part of
the ES fi INT1 stage showed that this process was
exothermic with an energy gain of approximately
10 kcal/mol. In our simulations INT1 is efficiently sta-
bilized by the protein, although it is interesting to note
that a substantial contribution to such stabilization
arises from some lower value of pure MM energy.

Discussion and conclusions

In this work we utilized a new realization of the QM/MM
method [27, 28, 29], from which we expect results fairly
close to those of ab initio modeling. This flexible EFP
QM/MM method contains no empirical adjustable
parameters when computing properties of the QM sub-
system in the field of effective fragments. All parameters
of EFPs were obtained in preliminary ab initio calcula-
tions and were not subject to any changes from one
application to another. In all previous calculations car-
ried out with this method [28, 29, 57] we kept the same
one-electron potentials, specified by Eqs. (2) and (3). The
same holds for the calculations described in this paper. In
this method there are no explicit formulae for the QM/
MM cross-terms in the Hamiltonian, and therefore there

is no temptation, for example, to correct or remove
charges on MM atoms in the vicinity of the QM/MM
interface or to modify other parameters in these terms to
gain better coincidence with available experimental data.
Polarization of the electron density of the quantum
subsystem due to effects of the MM subsystem is taken
into account through the one-electron potentials from
effective fragments contributing to the quantum Hamil-
tonian. Forces from the QM part are added to the forces
acting on the effective fragments and finally on the MM
atoms. In many respects, the method belongs to the
highest level of the hybrid QM/MM approaches. Of
course, the computed energies of the pure MM part are
dependent on the force field parameters, although not
substantially, as demonstrated by the data in Table 2.

The success of the modeling with such a QM/MM
method depends on the reliable choice of the molecular
model, including partitioning of the entire system into
the QM and MM parts. This is clearly demonstrated in
this work. With MODEL1 we succeeded in a uniform
description of the complete reaction path for the serine
protease prototype transformations from ES to EP
complexes. Geometry parameters and energies were
calculated with the same set of atoms in the QM part
and the same spatial restrictions on the displacements of
effective fragments constituting the MM part. Qualita-
tively, the close correspondence of the stationary points
found on the complex potential-energy surface to the
structures consistent with the generally accepted mech-
anism of the serine protease catalytic cycle is a clear
success of the approach, since no constraints were im-
posed on the positions of the atoms in the active region.
However, MODEL1 failed to describe the activation
barrier for the rate-limiting acylation step of the cata-
lytic cycle.

MODEL2 was selected to satisfy a requirement that a
realistic species for the substrate should be considered.
Obviously at such a level of modeling a balanced treat-
ment of both participants, enzyme and substrate, must
be provided. When a model substrate with a charged
residue (lysine) near a scissile C–N bond was considered,
the energetics of the acylation step was computed with a
reasonable accuracy.

Finally, we comment on several controversial details
of the mechanism of catalysis by serine proteases [1] on
the basis of these simulation results. First, our calcula-
tions do not support the double-proton mechanism, in

Table 2. Relative energies (kcal/mol) DE(ES fi TOP) and DE
(ES fi INT1) at the points located, ES, TOP, INT1, in the QM
(RHF/6-31)/MM(EFP; AMBER) approximation with MODEL2.

The calculation with the OPLSAA set of force field parameters is
specified explicitly in the third row; otherwise, AMBER force field
parameters were used

Mode of calculation Energies of QM part in the field of
effective fragments

Total energies

ES fi TOP ES fi INT1 ES fi TOP ES fi INT1

RHF/6-31G 13.5 0.5 10.0 )5.1
RHF/6-31G (MM=OPLSAA) 13.5 0.5 7.4 )6.5
MP2/6-31+G*//RHF/6-31G 12.8 0 9.3 )5.6
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agreement with the reasons of Refs. [2, 3, 4]. In the QM/
MM modeling we could not locate another local mini-
mum of the first tetrahedral intermediate, namely, a
configuration corresponding to the double proton
transfer (from Ser195 to N� of His57 and from Nd of
His57 to aspartic acid) upon formation of INT1. How-
ever, such a local minimum (AspH+...His) could be
easily located, along with that described earlier
(Asp...HisH+), if the quantum part was separated from
the rest of protein, i.e. if all EFPs were eliminated from
the system. The importance of Ser214, mentioned in the
work of Warshel et al. [4], seems justified (Figs. 4, 13).
If this residue is present in the system, even in the form
of a set of effective fragments, Asp102 cannot be
protonated.

The role of Asp102 in stabilizing the tetrahedral
intermediate INT1 and the transition state on the way
ES fi TOP fi INT1 seems to be only electrostatic,
again in agreement with the works of Warshel and
coworkers [2, 3, 4], as illustrated by the data of Table 3.

We compared the energies DE(ES fi TOP) and
DE(ES fi INT1) obtained in the original MODEL2,
and upon ‘‘mutations’’ of the charged residues: lysine
and arginine from the substrate, and Asp102 from the
protein. Mutation means that the charge on the corre-
sponding effective fragment is formally set to zero. We
see that while mutations of lysine and arginine lead to
almost negligible effects, setting formal zero charge on
Asp102 results in a dramatic increase of both energy
gaps, DE(ES fi TOP) and DE(ES fi INT1).

Another intriguing hypothesis for the serine protease
catalytic cycle is an assumption of the so-called ‘‘histi-
dine flip’’ mechanism according to which after forma-
tion of the tetrahedral intermediate, His57–H+ flips to
place the Nd (but not the N�!) proton near the leaving
group. This would require of around 180� rotation of the
imidazole ring about the histidine Cb–Cc bond [58, 59].
Our simulations with MODEL1 show that the imidazole
of His57 is really mobile during the reaction cycle, but
not to the extent needed for the histidine flip hypothesis.
We plot changes in the CaCbCcNd torsional angle of
His57 when the reaction proceeds from ES to EP in
Fig. 14. These data are basically consistent with the
findings of Ref. [13] relative to the deacylation step.

As shown in Fig. 14, the most intense movements of
the imidazole ring of His57 happen at the segments
ES fi INT1 and INT2 fi EP; however, they are not as
dramatic as required for the histidine flip mechanism
[58, 59].
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15. Peräkylä M, Kollman PA (2000) J Am Chem Soc 122:3436
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